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1. Introduction

In this paper we focus our attention on the following critical fractional system (−∆)su+ u+ ϕu = λa(x)|u|r−2u+ b(x)|u|2∗s−2u in R3,

(−∆)tϕ = u2 in R3,
(1)

where s ∈ ( 34 , 1), t ∈ (0, 1) with 4s + 2t > 3, 1 < r < 2 < 2∗s := 6
3−2s , λ is a positive

parameter, a(x), b(x) ∈ C(R3).
The system (1) is made up of a fractional Schrödinger equation coupled to a frac-
tional poisson equation. It is well known that the system (1) has a strong physical
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significance, because it appears in many quantum mechanics modules (see for example
[5, 14]) and in semiconductor theory [3], and so on. In recent years, there has been
an increasing attention to this type of system on the existence and the multiplicity of
positive solutions, see the following references [2, 6, 8, 10, 11, 12, 15, 16, 21]. To our
knowledge, there are few recent articles dealing with the result of the existence of two
classes of solutions of infinite types and different signs of energies. By using the trun-
cation tip at the level of the functional to make it bounded from below and satisfied
the condition of (P.S)c for any c < 0. Following the Ljusternick-Schnirelmann theory,
we obtain a negative class with infinitely solutions. Via the Fountain Theorem, we
obtain the second class of infinitely positive solutions.

(A1) Let 1 < r < 2 < 2∗s, σ =
2∗s

2∗s−r and 2∗s = 6
3−2s , a(x) ∈ C(R3) ∩ Lσ(R3),

b(x) ∈ C(R3) ∩ L∞(R3).

(A2) a(x) > 0 in some open bounded subset Ω of R3 with strictly positive Lebesgue
measure,

(G1) Let G be a subgroup of O3, #G =∞, a(x), b(x) are G−invariant,

(G2) a(x) ∈ C(R3,R+) ∩Lσ
G(R3), b(x) ∈ C(R3,R+), b(x) = b(|x|) for any x ∈ R3 and

b(0) = b(∞) = 0.

Our first main result is the following:

Theorem 1.1.
If (A1) and (A2) are satisfied. Then there exists λ0 > 0 such that, for each λ ∈ (0, λ0),
the problem (1) has infinitely many solutions with negative energy.

Our next goal is the following:

Theorem 1.2.
If (G1) and (G2) are satisfied. Then for all λ > 0 the problem (1) has infinitely many
solutions with positive energy.

The paper is organized as follows. In Section 2, we present some preliminaries re-
sults and we give the interval parameter λ for which the energy functional is compact.
In Section 3, when λ is small enough, we prove the first Theorem 1.1 by application
of genus. In Section 4, we give the proof of the second Theorem 1.2 without condition
under the parameter λ > 0, we establish this result via Fountain theorem.

2. Functional framework and preliminary

For any s ∈ (0, 1) , we define the homogeneous fractional Sobolev space Ds,2(R3) as
follows

Ds,2(R3) =
{
u ∈ L2∗s (R3) : |ξ|sû(ξ) ∈ L2(R3)

}
,
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which is the completion of C∞
0 (R3) under the norm

∥u∥Ds,2(R3) =

(∫
R3

| (−∆)
s
2 u|2dx

)1/2

=

(∫
R3

|ξ|2s|û(ξ)|2dξ
)1/2

.

The fractional Sobolev space Hs(R3) can be described by means of the Fourier trans-
form, i.e.

Hs(R3) =

{
u ∈ L2(R3) :

∫
R3

|ξ|2s|û(ξ)|2 + |û(ξ)|2dξ < +∞
}
,

which is a Hilbert space under the norm. In this case, the inner product and the norm
are defined as

⟨u, v⟩ =
∫
R3

|ξ|2sû(ξ)v̂(ξ) + û(ξ)v̂(ξ)dξ,

∥u∥Hs =

(∫
R3

|ξ|2s|û(ξ)|2 + |û(ξ)|2dξ
)1/2

.

From Plancherel’s theorem we have ∥u∥L2(R3) = ∥û∥L2(R3) and ∥|ξ|s|û|∥L2(R3) =

∥ (−∆)
s
2 u∥L2(R3). Hence

∥u∥Hs =

(∫
R3

| (−∆)
s
2 u(x)|2 + |u(x)|2dx

)1/2

∀u ∈ Hs(R3).

In our context, the Sobolev constant is given by

S :=

∫
R3 |(−∆)

s
2u(x)|2 + |u(x)|2dx(∫

R3 |u|2∗sdx
) 2

2∗s

. (2)

From the embedding results, we know that Hs(R3) is continuously and compactly
embedded in Lp(R3) when 1 ≤ p < 2∗s, where 2∗s = 6

3−2s and the embedding is
continuous but not compact if p = 2∗s. For more general facts about the fractional
Laplacian we refer the reader to the paper [7].
From [20], the author has proved that if 4s + 2t ≥ 3, for each u ∈ Hs(R3), the
Lax-Milgram theorem implies that there exists a unique ϕt

u ∈ D1,2(R3) such that∫
R3

(−∆)
t
2ϕt

u(−∆)
t
2 vdx =

∫
R3

u2vdx

∀v ∈ D1,2(R3), that is ϕt
u is a weak solution of

(−∆)tϕt
u = u2, x ∈ R3

and the representation formula holds

ϕt
u(x) = ct

∫
R3

u2(y)

|x− y|3−2t
dy, x ∈ R3, ct = π− 3

2 2−2tΓ(
3−2t
2 )

Γ(t)
,

which is called t−Riesz potential.
The properties of the function ϕt

u are given in the following lemma (see [[20],
Lemma 2.3]).
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Lemma 2.1. If 4s+ 2t ≥ 3, then for any u ∈ Hs(R3), we have

(i) ϕt
u ≥ 0;

(ii) ϕt
u : Hs(R3)→ Ds,2(R3), is continuous and maps bounded sets into bounded sets;

(iii)
∫
R3 ϕ

t
uu

2dx ≤ S2
s∥u∥2 12

3+2t

≤ C∥u∥4Hs(R3);

(iv) If un ⇀ u in Hs(R3), then ϕt
un
→ ϕt

u in Ds,2(R3), and∫
R3 ϕ

t
un

u2
ndx→

∫
R3 ϕ

t
uu

2dx.

Substituting ϕt
u in (1), it reduces as follows

(−∆)su+ u+ ϕt
uu = λa(x)|u|r−2u+ b(x)|u|2

∗
s−2u in R3,

To find solutions of (1), we will use a variational approach. Hence, we will associate
a suitable functional to our problem. More precisely, the Euler-Lagrange functional
related to problem (1) is given by Iλ : Hs(R3)→ R defined as follows

Iλ(u) =
1

2
∥u∥2Hs +

1

4

∫
R3

ϕt
uu

2dx− λ

r

∫
R3

a(x)|u|rdx− 1

2∗s

∫
R3

b(x)|u|2
∗
sdx.

Obviously, Iλ ∈ C1(Hs(R3),R) and its critical points are weak solutions to (1). We
call u ∈ Hs(R3) is a weak solution of (1) if

⟨I ′λ(u), v⟩ =
∫
R3

(−∆)
s
2 u (−∆)

s
2 vdx+

∫
R3

uvdx+

∫
R3

ϕt
uuvdx

− λ

∫
R3

a(x)|u|r−2uvdx−
∫
R3

b(x)|u|2
∗
s−2uvdx = 0,

for any v ∈ Hs(R3).
Defined N : Hs(R3)→ R by N(u) =

∫
R3 ϕ

t
uu

2dx. The following lemma shows that
the functional and possesses property which is similar to the well-known Brezis-Lieb
lemma [4].

Lemma 2.2. Assume that 4s + 2t > 3. Let un ⇀ u in Hs(R3) and un → u a.e. in
R3. Then

(i) N(un − u) = N(un)−N(u) + on(1);

(ii) N ′(un − u) = N ′(un)−N ′(u) + on(1); in H−s(R3).

Proof. We can consult for example ([[20], Lemma 2.4]).

Along the way one can easily the following lemma

Lemma 2.3. Under the same conditions as the Lemma 2.2. Let vn = un − u ⇀ 0.
Then  Iλ(vn)→ c− Iλ(u),

I ′λ(vn)→ 0.
(3)
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We recall that

Definition 1. Let X be a Banach space

(i) For c ∈ R, a sequence {un} ⊂ Hs(R3) is a (PS)c for Iλ if Iλ(un) = c+ o(1) and
I

′

λ(un) = o(1) strongly in H−s(R3) as n→ +∞.

(ii) Iλ satisfies the (PS)c condition in X if any (PS)c sequence for Iλ contains a
convergent subsequence.

Let us show firstly the (PS)c sequence is bounded.

Lemma 2.4. Let c ∈ R. If {un} is (PS)c- sequence for Iλ, then {un} is bounded in
Hs(R3).

Proof. We have

Iλ(un) = c+ o(1) and I
′

λ(un) = o(1) in H−s(R3), (4)

By contradiction, we assume that ∥un∥Hs → +∞.
Let ûn = un

∥un∥Hs
. Clearly, ∥ûn∥Hs = 1 is bounded in Hs(R3). Up to a subsequence,

we may assume that
ûn ⇀ û in Hs(R3).

This implies

ûn → û in Lr(R3), 1 ≤ r < 2∗s.

By (4), we have

c+ o(1) =
1

2
∥un∥2Hs∥ûn∥2 +

1

4
∥un∥2Hs

∫
R3

ϕt
ûn

û2
ndx−

1

2∗s
∥un∥

2∗s
Hs

∫
R3

b(x)|ûn|2
∗
sdx

− λ

r
∥un∥rHs

∫
R3

a(x)|ûn|rdx, as n→ +∞,

and

o(1) = ∥un∥2Hs∥ûn∥2 + ∥un∥2Hs

∫
R3

ϕt
ûn

û2
ndx− ∥un∥

2∗s
Hs

∫
Ω

b(x)|ûn|2
∗
sdx

− λ∥un∥rHs

∫
R3

a(x)|ûn|rdx, as n→ +∞.

By using the above two equalities, we have

o(1) = (
1

r
− 1

2
)∥ûn∥2Hs + (

1

r
− 1

4
)

∫
R3

ϕt
ûn

û2
ndx

+

(
1

2∗s
− 1

r

)
∥un∥

2∗s−2
Hs

∫
R3

b(x)|ûn|2
∗
sdx,
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as n→ +∞, that is

(
1

r
− 1

2
)∥ûn∥2Hs + (

1

r
− 1

4
)

∫
R3

ϕt
ûn

û2
ndx

=

(
1

r
− 1

2∗s

)
∥un∥

2∗s−2
Hs

∫
R3

b(x)|ûn|2
∗
sdx+ o(1),

as n→ +∞.
This implies,

(
1

r
− 1

2
)∥ûn∥2Hs + (

1

r
− 1

4
)

∫
R3

ϕt
ûn

û2
ndx→ +∞,

as n→ +∞. By Lemma 2.1 (iii), there C > 0 and ∥ûn∥Hs = 1 we have

+∞← (
1

r
− 1

2
)∥ûn∥2Hs + (

1

r
− 1

4
)

∫
R3

ϕt
ûn

û2
ndx

≤ (
1

r
− 1

2
)∥ûn∥2Hs + C∥ûn∥4 = (

1

r
− 1

2
) + C, asn→ +∞,

which is a contradiction. Thus {un} is bounded in Hs(R3).

Lemma 2.5. There exists λ0 > 0 such that for every 0 < λ < λ0 the functional Iλ
satisfies (PS)c for all c < 0.

Proof. Consider a (PS)c sequence {un} for Iλ with c < 0. From Lemma 2.4 {un}
is bounded in Hs(R3). Going if necessary to a subsequence, we can assume that un ⇀ u, in Hs(R3),

un → u, in Lr(R3), 1 ≤ r < 2∗s.
(5)

By Lemma 2.3 we have

⟨I
′

λ(u), φ⟩ = 0 for any φ ∈ Hs(R3). (6)

With (4) and σ =
2∗s

2∗s−r and the Hölder Inequality we get

Iλ(un) −
1

2∗s
⟨I ′λ(un), un⟩ = c+ o(1)∥un∥Hs → c < 0

≥
(
1

2
− 1

2∗s

)
∥un∥2Hs +

(
1

2
− 1

2∗s

)∫
R3

ϕt
un

u2
ndx+ λ

(
1

2∗s
− 1

r

)∫
R3

a(x)|un|rdx

≥
(
1

2
− 1

2s∗

)
S|un|22∗s − λ

(
1

r
− 1

2∗s

)
|a|σσ|un|r2∗s .

Then, there exists some constant C > 0 such that

|un|2∗s ≤ Cλ
1

2−r , (7)
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and Brezis-Lieb Lemma [4] implies

|u|2∗s ≤ Cλ
1

2−r . (8)

By (6), note that

∥u∥2Hs +

∫
R3

ϕt
uu

2dx = λ

∫
R3

a(x)|u|rdx+

∫
R3

b(x)|u|2
∗
sdx, (9)

also, using Lemma 2.3, Lemma 2.1 (iv) and (4) we have

∥vn∥2Hs =

∫
R3

b(x)|vn|2
∗
sdx+ o(1). (10)

Now, we suppose that

lim
n→+∞

∥vn∥2Hs = lim
n→+∞

∫
R3

b(x)|vn|2
∗
sdx = l ̸= 0.

By Sobolev inequality, we have

∥vn∥2Hs ≥ S
(∫

R3

|vn|2
∗
sdx

) 2
2∗s

≥ Sb−
(3−2s)

3∞

(∫
R3

b(x)|vn|2
∗
sdx

) 2
2∗s

,

which implies that

l ≥ S
3
2s b

2s−3
2s∞ . (11)

Let 1 ≤ r < 2 < 2∗s. By Lemmas 2.3, 2.1 (iv), (7),(9),(10), (11) and the Hölder
inequality, we have

o(1) + c =
1

2
∥u∥2Hs +

1

4

∫
R3

ϕt
uu

2dx− λ

r

∫
R3

a(x)|u|rdx− 1

2∗s

∫
R3

b(x)|u|2
∗
sdx

+
1

2
∥vn∥2Hs −

1

2∗s

∫
R3

b(x)|vn|2
∗
sdx+ o(1)

=
1

4
∥u∥2Hs +

(
1

2
− 1

2∗s

)
∥vn∥2Hs +

1

4

(
∥u∥2Hs +

∫
R3

ϕt
uu

2dx

)
− λ

r

∫
R3

a(x)|u|rdx− 1

2∗s

∫
R3

b(x)|u|2
∗
sdx

=
1

4
∥u∥2Hs +

(
1

2
− 1

2∗s

)
∥vn∥2Hs + λ

(
1

4
− 1

r

)∫
R3

a(x)|u|rdx

+

(
1

4
− 1

2∗s

)∫
R3

b(x)|u|2
∗
sdx

≥ 2s

3
S

3
2s b

2s−3
2s∞ + λ

(
r − 4

4r

)
|a|σσ|u|r2∗s .

≥ 2s

3
S

3
2s b

2s−3
2s∞ + Cλ

2
2−r

(
r − 4

4r

)
|a|σσ.



94 M. Khiddi

Then there exists K > 0 such that

0 > c ≥ 2s

3
S

3
2s b

2s−3
2s∞ −Kλ

2
2−r ,

which is a contradiction for λ small enough. Then, l = 0, that is, un → u strongly in
Hs(R3).

3. Proof of the first Theorem 1.1

First by the Sobolev inequality we obtain

Iλ(u) ≥ h(∥u∥Hs), (12)

where

h(x) =
1

2
x2 − b∞

2∗sS
2∗s
2

x2∗s − λ

r
Crx

r.

An easy computation shows that, there exists λ∗ > 0 such that for all 0 < λ < λ∗,
the real valued function x 7→ h(x) has exactly two positive zeros denoted by R0, R1

and the point R is where h attains its nonnegative maximum, verifies R0 < R < R1.
We now introduce the following truncation of the functional Iλ. Take the nonincreasing
function τ : R+ → [0, 1] and C∞(R+) such that τ(x) = 1 if x < R0,

τ(x) = 0 if x > R1

(13)

Let φ(u) = τ(∥u∥Hs). We consider the truncated functional

Ĩλ(u) =
1

2
∥u∥2Hs +

1

4

∫
R3

ϕt
uu

2dx− λ

r

∫
R3

a(x)|u|rdx− 1

2∗s

∫
R3

b(x)|u|2
∗
sφ(u)dx. (14)

Similar to 12, we have
Ĩλ(u) ≥ h(∥u∥Hs) (15)

where

h(x) =
1

2
x2 − b∞

2∗sS
2∗s
2

x2∗s τ(x)− λ

r
Crx

r.

Clearly,
h(x) ≥ h(x) (16)

for x ≥ 0 and h(x) = h(x) if 0 ≤ x ≤ R0, h(x) ≥ 0, if R0 < x ≤ R1 and if
x > R1, h(x) = xr( 12x

2−r − λ
rCr) is strictly increasing and so h(x) > 0, if x > R1.

Consequently
h(x) ≥ 0 for x ≥ R0. (17)

We have the following result.
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Lemma 3.1. This lemma can be expressed as three assertions:

1. Ĩλ ∈ C1(Hs(R3),R), is even.

2. If Ĩλ(u0) ≤ 0 then ∥u0∥Hs < R0. Moreover, Ĩλ(u) = Iλ(u) for all u in a small
enough neighborhood of u0.

3. There exists λ0 > 0, such that if 0 < λ < λ0, then Ĩλ verifies a local Palais-Smale
condition for c < 0.

Proof. Since φ ∈ C∞(Hs(R3),R) and φ(u) = 1 for u near 0, Ĩλ ∈ C1(Hs(R3),R)
and assertion 1 holds.
Note that Ĩλ(u0) ≥ Iλ(u0). By taking Ĩλ(u0) ≤ 0, we can deduce from 15 that

h(∥u0∥Hs) ≤ 0.

Then By (16) and (17) we have

∥u0∥Hs < R0. (18)

For the proof of (3), let {un} ⊂ Hs(R3) is a (PS)c sequence Ĩλ, with c < 0. Then we
may assume that Ĩλ(un) < 0, Ĩ ′λ(un)→ 0. By (2) and for 0 < λ < λ0, ∥un∥Hs < R0,

so Ĩλ(un) = Iλ(un) and Ĩ ′λ(un) = I ′λ(un). By Lemma 2.5, Iλ satisfies (PS)c condition

for c < 0, so there is a subsequence {un} such that un → u in Hs(R3). Thus Ĩλ
satisfies (PS)c condition for c < 0.

We first recall some concepts and results in minimax theory.
Let X be a Banach space, and

∑
denote all closed subsets of X − {0} which are

symmetric with respect to the origin. For A ∈
∑

, we define the genus γ(A) by

γ(A) = min
{
k ∈ N : ∃ϕ ∈ C(A;Rk − {0}), ϕ(−x) = ϕ(x)

}
,

if the minimum exists, and if such a minimum does not exist then we define γ(A) =∞.
The main properties of genus are contained in the following lemma (see[9] for the
details).

Lemma 3.2. Let A,B ∈
∑

. Then

1. If A ⊂ B, then γ(A) ≤ γ(B).

2. If there exists an odd homeomorphism between A and B, then γ(A) = γ(B).

3. If SN−1 is the sphere in RN , then γ(SN−1) = N.

4. γ(A ∪B) ≤ γ(A) + γ(B).
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5. If γ(A) <∞, then γ(A−B) ≥ γ(A)− γ(B).

6. If A is compact, then γ(A) < ∞, and there exists δ > 0 such that γ(A) =
γ(Nδ(A)) where Nδ(A) = {x ∈ X : d(x,A) ≤ δ}.

7. If X0 is a subspace of X with codimension k, and γ(A) > k, then A ∩X0 ̸= ∅.

It is possible to prove the existence of level sets of Ĩλ with arbitrarily large genus,
more precisely:

Lemma 3.3. ∀n ∈ N ∃ϵ(n) > 0 such that

γ({u ∈ Hs(R3) : Ĩλ(u) ≤ −ϵ(n)}) ≥ n.

Proof. Let Ω is an open bounded subset with strictly positive Lebesgue measure
such that a(x) > 0 in Ω. Let Xs

0(Ω) be the function space defined as

Xs
0(Ω) :=

{
u ∈ Hs(R3) : u = 0 a.e. in R3\Ω

}
.

So, Xs
0(Ω) ⊂ Hs(R3). Observe that by [[7], Proposition 3.6] we have the following

identity

∥u∥Xs
0 (Ω) =

(∫
Ω

|(−∆)s/2u(x)|2 + |u(x)|2dx
)1/2

= ∥un∥Hs .

For n ∈ N, we consider En be a n−dimensional subspace of Xs
0(Ω). Let un ∈ En with

norm ∥un∥Hs = 1. By (A2) there exists a cn > 0 such that∫
Ω

a(x)|un|rdx ≥ cn > 0.

For 0 < ρ < R0 and using Lemma 2.1 (iii), we get

Ĩλ(ρun) ≤
1

2
ρ2 +

1

4
Cρ4 − ρ2

∗
s

∫
R3

b(x)|un|2
∗
sdx− λ

r
ρr
∫
Ω

a(x)|un|rdx. (19)

Since En is a finite-dimensional space, all the norms in En are equivalent. Thus we
can define

αn := inf{
∫
Ω

a(x)|un|rdx : un ∈ En, ∥un∥Hs = 1} ≥ cn > 0,

βn := inf{
∫
Ω

b(x)|un|2
∗
sdx : un ∈ En, ∥un∥Hs = 1} > 0.

By using the definitions of αn, βn and inequality 19, we obtain

Ĩλ(ρun) ≤
1

2
ρ2 +

1

4
Cρ4 − ρ2

∗
sβn −

λ

r
ρrαn.
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Then, there exists ϵ(n) > 0 and 0 < ρ < R0 such that

Ĩλ(ρu) ≤ −ϵ(n)

for u ∈ En and ∥un∥Hs = 1. Let Sη = {u ∈ Hs(R3)/∥u∥Hs = η}, so

Sη ∩ En ⊂ {u ∈ Hs(R3)/Ĩλ(u) ≤ −ϵ(n)},

therefore, by Lemma 3.2 we see that

γ({u ∈ Hs(R3)/Ĩλ(u) ≤ −ϵ}) ≥ γ(Sη ∩ En) ≥ n.

We are now in a position to prove the first result.
Proof of the Theorem 1.1.
For n ∈ N, we define

Γn = {A ⊂ Hs(R3)− {0}/A is close, A = −A, γ(A) ≥ n}.

Let us set
cn = min

A∈Γn

max
u∈A

Ĩλ(u),

and
Kc = {u ∈ Hs(R3 : Ĩ ′λ(u) = 0, Ĩλ(u) = c},

and suppose 0 < λ < λ∗ where λ∗ is the constant given by Lemma 3.1.
We claim if n, r ∈ N are such that c = cn = cn+1 = · · ·cn+r, then γ(Kc) ≥ r + 1. For
simplicity, we call

Ĩ−ϵ
λ = {u ∈ Hs(R3)/Ĩλ(u) ≤ −ϵ}.

By lemma 3.3 there exists ϵ(n) > 0 such that γ(Ĩ−ϵ
λ ) ≥ n, for all n ∈ N. Because

Ĩλ(u) is continuous and even,Ĩ−ϵ
λ ∈ Γn, then cn ≤ −ϵ(n) < 0 for all n in N. But Ĩλ is

bounded from below, hence cn > −∞ for all n in N.
Let us assume that c = cn = cn+1 = ... = cn+r. Note that c < 0 therefore, Ĩλ verifies
the Plais-Smale condition in c, and it is easy to see that Kc is a compact set.
If γ(Kc) ≤ r, there exists a closed and symmetric set U verifying Kc ⊂ U, such that
γ(U) ≤ r. By the deformation lemma (see [19]), we have an odd homeomorphism
η : Hs(R3)→ Hs(R3), such that η(Ĩc+δ

λ − U) ⊂ Ĩc−δ
λ , for some δ > 0. By definition,

c = cn = inf
A∈Γn+r

sup
u∈A

Ĩλ(u).

There exists then A ∈ Γn+r, such that supu∈A Ĩλ(u) < c+ δ. i.e A ⊂ Ĩc+δ
λ ,

η(A− U) ⊂ η(Ĩc+δ
λ − U) ⊂ Ĩc−δ

λ .

By Lemma 3.2 (5) again γ(A− U) ≥ γ(A) − γ(U) ≥ n, and γ(η(A− U)) ≥
γ(A− U)) ≥ n.
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Then, η(A− U) ∈ Γn. Impossible, in fact η(A− U) ∈ Γn implies supu∈η(A−U) Ĩλ(u) ≥
cn = c.
So we have proved that γ(Kc) ≥ r+1. We are now ready to show that Iλ has infinitely
many critical point solutions. Note that cn is non-decreasing and strictly negative.
We distinguish two cases.
Case 1 Suppose that there are 1 < n1 < · · ·ni < · · ·, satisfying

cn1
< · · · < cni

< · · ·.

In this case, we have infinitely many distinct critical points.
Case 2 We assume in this case, that for some positive integer n0, there is a r ≥ 1
such that c = cn0 = cn0+1 = · · · = cn0+r, then γ(Kcn0

) ≥ r + 1 which shows that

Kcn0
contains infinitely many distinct elements. Since Ĩλ(u) = Iλ(u) if Ĩλ(u) < 0, we

see that there are infinitely many critical points of Iλ(u). The theorem 1.1 is proved.

4. Proof of the second Theorem 1.2

In this section, we show the existence of infinitely many solutions via the Fountain
Theorem [22].
We consider

Hs
G(R3) :=

{
u ∈ Hs(R3) : u(τx) = u(x), τ ∈ G

}
,

where G is a subgroup of the group of orthogonal linear transformations O3. Let us
consider the functional Iλ,G : Hs

G(R3) → R as Iλ,G = Iλ|Hs
G(R3). By the principle of

symmetric criticality of Krawcewicz-Marzantowicz [13], we know that u is a critical
point of Iλ if and only if u is a critical point of Iλ,G = Iλ|Hs

G(R3).

Lemma 4.1. For any λ > 0, s ∈ ( 34 , 1) and t ∈ (0, 1) such that 4s + 2t > 3, the
functional Iλ,G satisfies (PS)c for all c ∈ R.

Proof. Let {un} in Hs
G(R3) such that Iλ,G(un) → c and I ′λ,G(un) → 0 strongly in

H−s
G (R3). Following the same arguments as in the proof of Lemma 2.4 we have {un}

is bounded. Therefore, up to a subsequence, we may assume that un ⇀ u, in Hs(R3);
un → u, in Lr(R3), 1 ≤ r < 2∗s;
un(x)→ u(x), a.e. in R3.

(20)

From the concentration-compactness alternative for bounded sequences in the frac-
tional spaceHs

G(R3), see [[18], Theorem 2.2 ]: There exists a subsequence, still denoted
by {un}, at most countable set Λ, a set of points {xj}j∈Λ ⊂ R3 and real numbers
µj , νj ∈ [0,∞) such that

|(−∆)s/2un|2 ⇀ dµ ≥ |(−∆)s/2u|2 +
∑
j∈Λ

µjδxj , µj = µ(xj), (21)
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|un|2
∗
s ⇀ dν = |u|2

∗
s +

∑
j∈Λ

νjδxj
, νj = ν(xj), (22)

µj ≥ Sν
2
2∗s
j . (23)

We claim that the concentration of ν cannot occur at any x ̸= 0. Now we suppose
that there exists xj ̸= 0, where j0 ∈ Λ such that νj0 = νxj0

> 0. The measure ν is
G−invariant. For all τ ∈ G, ν(xj0) = ν(τxj0) > 0. We know that #G =∞, thus

ν ({τxj0 : τ ∈ G}) =∞.

Note that the measure ν is finite, which is a contradiction. Then, for any xj ̸= 0
where j ∈ Λ, we get νj = ν(xj) = 0. Now we suppose that 0 /∈ {xj : j ∈ Λ} . In fact,
assume ε > 0 small enough such that for any 0 /∈ Bε(0). Let φε ∈ C∞0 (R3) be a cut-off
function centered at 0 satisfying

0 ≤ φε ≤ 1, φε(x) =

{
1 if |x| ≤ ε

2 ,
0 if |x| ≥ ε.

Since (φεun) is bounded, ⟨I ′λ,G(un), φεun⟩ → 0, that is

⟨(−∆)
s
2 (un), φε (−∆)

s
2 (un)⟩ + ⟨(−∆)

s
2 (un), un (−∆)

s
2 (φε)⟩+

∫
R3

u2
nφεdx

+

∫
R3

ϕt
un

u2
nφεdx = λ

∫
R3

a(x)|un|rφεdx+

∫
R3

b(x)|un|2
∗
sφεdx+ o(1)

lim
n→+∞

⟨(−∆)
s
2 (un), φε (−∆)

s
2 (un)⟩ =

∫
R3

φεdµ (24)

lim
n→+∞

∫
R3

b(x)|un|2
∗
sφεdx =

∫
R3

b(x)φεdν =

∫
R3

b(x)|u|2
∗
sφεdx+ b(xj)νj (25)

lim
ε→0

lim
n→0

∣∣∣⟨(−∆)
s
2 (un), un (−∆)

s
2 (φε)⟩

∣∣∣
≤ lim

ε→0
lim
n→0

((∫
R3

| (−∆)
s
2 un|2dx

)1/2

×
(∫

R3

|un|2| (−∆)
s
2 φε|2dx

)1/2
)

≤ C lim
ε→0

(∫
R3

|u|2| (−∆)
s
2 φε|2dx

)1/2

≤ C lim
ε→0

(∫
Bε(0)

|u|2
∗
s |dx

)1/2∗s
(∫

Bε(0)

(−∆)
s
2 φε|

3
s dx

) s
3

≤ C lim
ε→0

(∫
Bε(0)

|u|2
∗
s |dx

)1/2∗s

= 0,

(26)
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and

lim
ε→0

∫
R3

| (−∆)
s
2 u|2φεdx = 0

lim
ε→0

∫
R3

b(x)|u|2
∗
sφεdx = 0,

lim
ε→0

∫
R3

a(x)|u|rφεdx = 0, lim
ε→0

∫
R3

|u|2φεdx = 0,

lim
ε→0

∫
R3

ϕt
uu

2φεdx = 0.

(27)

Thus,

µ({0}) = b(0)ν({0}).

Note that b(0) = 0, then µ({0}) = 0. In the next step, we claim that the concentration
of ν cannot occur at infinity.

ν∞ = lim
R→+∞

lim sup
n→+∞

∫
|x|>R

|un|2
∗
sdx,

µ∞ = lim sup
n→+∞

∫
x|>R

| (−∆)
s
2 un|2dx.

Hence, by using the concept of the concentration-compactness in ([17],[18]) at
infinity, ν∞ and µ∞ exist and satisfy :

lim sup
n→+∞

∫
R3

|un|2
∗
sdx =

∫
R3

dν + ν∞

lim sup
n→+∞

∫
R3

| (−∆)
s
2 un|2dx =

∫
R3

dµ+ µ∞.

Sν2/2
∗
s∞ ≤ µ∞. (28)

For anyR > 0, take a radially symmetric function χR ∈ C∞(R3) such that 0 ≤ χR ≤ 1,
χR = 1 in R3\B2R, χR = 0 in BR. It is easy to obtain that χRun is bounded on
Hs

G(R3). Then

lim
n→+∞

⟨I ′λ,G(un), χRun⟩ = 0.

We have

⟨(−∆)
s
2 (un), χR (−∆)

s
2 (un)⟩+ ⟨(−∆)

s
2 (un), un (−∆)

s
2 (χR)⟩+

∫
R3

u2
nχRdx

+

∫
R3

ϕt
un

u2
nχRdx = λ

∫
R3

a(x)|un|rχRdx+

∫
R3

b(x)|un|2
∗
sχRdx+ o(1)
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Similar to the proof of (26), we have

lim
R→+∞

lim sup
n→+∞

⟨(−∆)
s
2 (un), un (−∆)

s
2 (χR)⟩ ≤ C lim

R→+∞

(∫
R<|x|<2R

|u|2
∗
sdx

)1/2∗s

= 0.

Also,

lim
R→+∞

lim sup
n→+∞

∫
R3

a(x)|un|rχRdx = lim
R→+∞

∫
R3

a(x)|u|rχRdx = 0,

lim
R→+∞

lim sup
n→+∞

∫
R3

u2
nχRdx = lim

R→+∞

∫
R3

u2χRdx = 0,

lim
R→+∞

lim sup
n→+∞

∫
R3

ϕt
un

u2
nχRdx = lim

R→+∞

∫
|x|>R

ϕt
uu

2χRdx = 0.

Since b(∞) = 0,

lim
R→+∞

lim sup
n→+∞

∫
|x|>R

b(x)|un|2
∗
sdx = 0.

Then,

µ∞ = lim
R→+∞

lim sup
n→+∞

∫
x|>R

| (−∆)
s
2 un|2dx ≤ lim

R→+∞
lim sup
n→+∞

∫
|x|>R

b(x)|un|2
∗
sdx = 0.

Thus µ∞ = 0. Then, from (28) we obtain ν∞ = 0. Hence, up to a subsequence, we
derive

lim
n→+∞

∫
R3

|un|2
∗
sdx =

∫
R3

|u|2
∗
sdx.

By Brézis-Leib [4] un → u in L
2∗s
G (R3). Note that b ∈ L∞

G (R3) we obtain

lim
n→+∞

∫
R3

b(x)|un − u|2
∗
sdx = 0.

Then un → u strongly in Hs
G(R3).

Since Hs
G(R3) is separable (see [1]), there exist {en}n∈N ⊂ Hs

G(R3) and {fn}n∈N ⊂
H−s

G (R3) with

Hs
G(R3) = span{en}∞n=1, H−s

G (R3) = span{fn}∞n=1

⟨fi, ej⟩ =
{

1 if i = j,
0 if i ̸= j,

where ⟨, ⟩ is the duality pairing between H−s
G (R3) and Hs

G(R3).

Let Xj = span{ej}, Yn =

n⊕
j=0

Xj , Zn =

∞⊕
j=n

Xj .

Let
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Lemma 4.2. ([22] Fountain theorem)
Consider an even functional Iλ,G ∈ C(Hs

G(R3),R). If, for every k ∈ N, there exist
ρk > rk > 0 such that

1. αk := max
{
Iλ,G(u) : u ∈ Yk, ∥u∥Hs

G
= ρk

}
≤ 0.

2. βk := inf
{
Iλ,G(u) : u ∈ Zk, ∥u∥Hs

G
= ρk

}
→∞ as k → +∞,

3. Iλ,G satisfying (PS) condition for every c > 0.

Then Iλ,G has an unbounded sequence of critical values.

Proof of Theorem 1.2.

The functional Iλ,G is even, Iλ,G ∈ C(Hs
G(R3),R). By Lemma 4.1 Iλ,G satisfying (PS)

condition for any c ∈ R. We only need to verify Iλ,G satisfying (1) and (2) of Lemma
4.2. Since Xj is a finite-dimensional subspace of Hs

G(R3) for each j ∈ N and b(x) > 0
a.e. in R3, this implies that there exists a constant εj > 0 such that for all v ∈ Xj

with ∥v∥Hs
G
= 1 we have ∫

R3

b(x)|v|2
∗
sdx ≥ εj .

On the other hand,

for any u ∈ Xj\{0}, with ∥u∥Hs
G
= 1 and by using the Lemma Sobolev inequality

we get

Iλ,G(tu) ≤
t2

2
∥u∥2Hs

G
+ C

t4

2
∥u∥4Hs

G
− λtr

r

∫
R3

a(x)|u|rdx− t2
∗
s

2∗s

∫
R3

b(x)|u|2
∗
sdx

≤ t2

2
+ C

t4

2
− t2

∗
s

2∗s
εj .

Since 4 < 2∗s, there exists tj > 1 such that ej = tju satisfies Iλ,G(ej) ≤ 0. This proves
(1) of Lemma 4.2.
Define

βj = sup
u∈Zj ,∥u∥Hs

G
=1

(∫
R3

b(x)|u|2
∗
sdx

)1/2∗s

.

By the definition of Zj , we get uj ⇀ 0 in Hs
G(R3). Since b(x) is continuous, b(0) = 0,

b(∞) = 0 and by the same argument using in Lemma 4.1 we see that a concentration
of the measure ν can only occur at 0 and ∞. We deduce that∫

R3

b(x)|uj |2
∗
sdx→ 0,

as j →∞, so

βj → 0.
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For all u ∈ Zj , we have

Iλ,G(u) ≥
1

2
∥u∥2Hs

G
− λC

r
∥u∥rHs

G
−

β
2∗s
j

2∗s
∥u∥2

∗
s

Hs
G
.

Let u ∈ Zj , such that ∥u∥Hs
G
= Aj =

(
1

β
2∗s
j

) 1
2∗s−2

Since βj → 0 we have Aj → +∞ as

j → +∞. Since 1 < r < 2 we have

Iλ,G(u) ≥
(
1

2
− 1

2∗s

)
A2

j −
λC

r
Ar

j → +∞, as j → +∞.

So, Iλ,G satisfies (2). All the assumptions of Lemma 4.2 are satisfied. Therefore, this
concludes the proof of Theorem 1.2.
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