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ABSTRACT: The paper presents recurrent formulae for efficient evalua-
tion of all the integrals needed for solving static 3D potential and elasticity
problems by the boundary elements method. The power-type asymptoties
for the density at edges of the boundary are accounted for explicitly.
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1 Introduction

The purpose of the paper is to suggest an efficient general method for evaluation of
the influence coefficients of the 3D boundary element method accounting for both
smooth behaviour of the densities at internal parts of the boundary and power-type
asymptotic behaviour near edges of the boundary.

Inspection of the boundary integrals equations of static 3D potential and elasticity
theory [4] shows that it is sufficient to consider the function

f(y)
/?dsy, (1.1)
Sa

and its spatial derivatives 9/9x;, 0 /0z;0x;, 8% /0x;0x ;0.

Herein, S? is the surface of a boundary element; f(y) is a function to be properly
approximated on the element; R = \/(z1 — y1)? + (¥2 — y2)? + (3 — y3)?, where 21,
x2, r3 and y1, Y2, y3 are global coordinates of the field and integration point, respec-
tively.
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2 Approximation of the boundary and density

We shall assume that, as usual (e.g. [1]), a curvilinear, in general, surface element
is transformed into a plane element. The global coordinates are transformed to the
local Cartesian coordinates of the plane element with the local axes 5, y4 in the
element plane; the origin O’ is in the plane of the transformed element. Besides, we
assume that the entries of Jacobian matrix, its determinant and the expression for R
are expanded into power series in z; — y; and truncated. From now on, to simplify
notation, we shall drop the prime in the transformed coordinates and refer (1.1) to
a plane element in its local coordinates. Then y; = 0 and the function f (y) is the
product of the density depending on the local coordinates y2, y3 and powers of y2 and
ys3, which result from the truncated expressions mentioned.

Furthermore, we assume the plane element to be a trapezoid. This type of bound-
ary elements includes as particular cases commonly used triangular, parallelogram,
rectangular and square elements. Without loss of generality, we direct the ys-axis
along the trapezoid base, the ys-axis orthogonal to it and we locate the origin in the
lower left apex of the trapezoid (Fig. 1). For an edge element, we choose its edge as
the base of the trapezoid. Then if the density near the edge has the power-type be-
haviour, it is described by the factor y§ with 0 < a < 1. The general approximation
of the function f (y) in (1.1) is of the form:

Ys _
-7 —
O/ - Y2
Yo = ayys + by Yo = apys + by

Figure 1: Trapezoidal element in local coordinates, b, = 0

Mp
FW)=y5 Y euysTytl 0<a<l, (2.1)
k+1=0

where m,, is the degree of a polynomial approximating the density, ci; are coefficients
of approximation, s and ¢ are degrees arising from the coordinate transformation (for
initially plane parts of the boundary s = ¢ = 0).

The two most important cases are: (i) @ = 0 what corresponds to smooth be-
haviour of the density, and (ii) & = 1/2 what corresponds to square-root asymptotics
typical for problem of linear fracture mechanics. Still, other exponents o may arise
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in approximations. For instance, a = 2/3 for fracturing impermeable rock by a New-
tonian fluid. Therefore, it is reasonable to specify a particular value of a at the end
of the discussion.

Using (2.1) in (1.1) with S? being the plane trapezoid of the height h (Fig. 1)
implies that it is sufficient to consider the main integrals of the form:

h y2:afy3+bf( )k
To —
Akl {E1,$2,{E3 / l+a / %dyg dy3 (22)
0 y2=apys+by

and their partial derivatives 9/0x;, 8% /0x;0x;, 8% /0x;0x;0xy.

3 Evaluation of the main integrals

The integrals (2.2) are evaluated recurrently by using starting integrals for &k = 0 and
k=1

h
_ e=f
A (rr,m2,0) = = [ [y§+a1n[<xz—bg—agy3>+Rd] dys, (3.1)
0 e=b
h
Al ($1,$2,$3 /[ +QR5:| dyg, (32)

0
where where Re = /2% + (22 — bg — agys)? + (z3 — y3)?; the symbol [ ] 72 means

the double substitution: [f(z )]w:a = f(b) — f(a).
For k > 2, the recurrent equations are:

h e=7

1 o _
Algf = k (/y3 + {(:172 — bg — agyg)k 1R£:| dys+
&=b
0

+(k—1) (23 +22) AL —205(k — 1) AL=DUD 4 ( — 1)A§52><”2>>. (3.3)

Note that the integral A/ in (3.2) is a particular case of the integrals on the r.h.s.
of (3.3) when k = 1. Therefore, it remains to consider the integral on the r.h.s. of
the (3.3) and the integral A% defined by (3.1). For both of them, an analysis shows
that they are promptly expressed as linear combinations of three standard terms:

g=f1¥s=h
Hyéﬂw In[(z2 — be — agys) + Rz]] ] : (3.4)
&=b y3=0

h &=f
f [ Byl (35)

0 &=b
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&=f
dy3 y (36)
£=b
where u§, A and B are known coefficients depending on &, R2 = 23 + (z3 — y3)2.
From (3.4)—(3.6) it follows that the problem is reduced to calculation of the in-
tegrals (3.5), (3.6) and their partial derivatives of the first, second and third order.

Differentiation of (3.4), being trivial, we focus on the derivatives of the integrals (3.5)
and (3.6).

RE R

/h ys (,Zy3 + f?)
0

4 Main integrals defining the first, second and third
derivatives of standard terms

Evaluation of the first, second and third derivatives of the standard term (3.5) shows
that it results in two new standard terms:

h E=f h E=f
ys _ ys
vf/( +3)iR dys ; Ui/( +?i)iRdy3 ’ (4.1)
z Z
0 Ya ¢ ¢ £=b 0 Ya ¢ ¢ £=b
where vf are known, in general complex, coefficients (i = 1,2,3); z¢ is the complex

root of the polynomial RZ, so that (1 + ag) (3 + 2¢) (ys + Z) = RE; the overbar
denotes complex conjugation.

Similar analysis of the partial derivatives of the standard term (3.6) also yields
two new standard terms:

h E=f h E=f
gd §d
wﬂf'/ ( igzy)ij ’ wﬁ/ ( sz)i'R ’ (42)
o \Y3 0 3 i o \Ys 0 3 b
where w§ are known, in general complex, coefficients; zg = —x3 + ix; is the root of
R3, j =1,2,3,4, when z; # 0; in the case 21 = 0 we have zg = Zyp = —3 and then

j=1,2,...,8. Actually (4.2) are particular cases of (4.1) when the root z¢ of R? is
changed to the root zo of RZ.

Noting that the second expression in (4.1) and (4.2) are the conjugated first ones,
we come to the conclusion that the problem is reduced to evaluation of three types
of integrals, at most:

h £:f h £:f
Y53 ; ys j ysdys
/ el “%/71-3‘@3 4 |
) (ys3 + 2¢)" Re - ) (ys+ 20)" Re -
(4.3)

wherei =1,2,3,j=1,2,3,4forz; #0and j = 1,2,...,8 for z; = 0. Emphasise that
when representing the exponent « as a proper rational fracture a = n/m, (n < m),
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the integrals (4.3) may be evaluated recurrently. Below we give the explicit formulae
for the cases most important for application: « = 0 and « = 1/2. Before presenting
them, we distinguish three cases which suggest simplifications.

(i) Differentiation with respect to xz5. In this case, we may avoid using the
recursive equation (3.3) by the method suggested in the paper [5]. Specifically, by the
relation A /0xy = —OAF /Oys we obtain

QAK i (o — be agyg)lC =1
= a2 & dys. 4.4
o / [yg R - Y3 (4.4)

0

This shows that differentiation with respect to x2 immediately leads to arithmetic
operations with the expressions (4.1).

(ii) Differentiation with respect to x;. By differentiating equation (3.3) with
respect to x1, we obtain:

8Akl h T b — &=f
« 1y3 ':CQ f a’fyg) d
0 ' &=b
b — 814(1@—2)1 8A(k—2)(l+1) 8A(k—2)(l+2)
X 09 A(k 2)1 2 2 « _9 o Y
k ( e (:EI + :ES) 8$1 3 8171 + 8(171

(4.5)

The derivative of the starting integral %‘2‘1{ has the form of the first integral on the
right hand side of the formula (4.5). Thus it is enough to consider the derivative of
the starting integral A%.

aAgl h yé-l-oz ( Lo — be — a£y3) &=f h yé-l-oz &=f
8x1 = xl/ R%Ré dyg —,Tl/ ) dy3. (46)
§=b
0 0

The first integral after decomposition into a sum of real partial fractions is evaluted
by arithmetic operations with the integrals (3.5) and (3.6). The second integral does
not depend on &, therefore it is zero. We see that evaluation of partial derivatives,
containing differentiation with respect to x1, is reduced to evaluation of expressions
of the forms (4.1) for i = 1,2 and (4.2) for j =1,2,3.

(iii) Double differentiation with respect to z3. Since the function 1/R
satisfies the Laplace equation when R # 0, we may avoid repeated differentiation
with respect to x3 by using the equation

2 Akl 2 Akl 2 Akl
aAa:_(aAa 8Aa) @

ox% ox3 * ox3

Then simplifications of points (i) and (ii) become available.
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5 Case of smooth density (a = 0)

In this case, all the integrals are evaluated analytically. Specifically, the integrals
(3.5), (4.1) and (4.2) become respectively:

1
(y3 + 2¢)° /(y3 + 2z¢) (Y3 + Z¢)

dys,

O\w

h
Y3
IS:/ — dy37 JS:
5 \/(y3+zé)(y3+zf)

h
d
and K, = / S _. (5.1)
) (ys +20)" V/(ys + 2¢) (ys + %)
Each of them is evaluated recurrently, with starting expressions:
ys=h
Ip = Jo = Ko = Q[IH(\/y3+Z£+\/y3+Z_E)] ;
ys=h y3=0
L = [\/(ys +2¢)(ys + 25)} — Re () lo, (5.2)
y3=0
2 {arctan(i\/mm>} et
K = VusteevFo—z )| g

\/Z()—ZE\/Z%—Z()

The recursive formulas are:

=1 ([ys—v (v + 205 + %))~ (25—~ DRe (20) Looa — (5= 1) [zl I) ,

S y3=0
(5.3)
ys=h
1 VY3 + z
Js — T s—1 Jsfl s 5.4
(s=3) (e =2) \ L(ws+20)""7 ], 0 . o
. L [Verewme]T,
(s = 1) (ze — 20) (Ze — 20) (ys + 20)° ya0
=+ <S — g) (220 —Z¢ — Z_g) K. — (5 - 2) K52> . (55)

Note that in the considered case, the representation of the trapezoid as a sum of
right triangles and a rectangle, allows us to use also the efficient method suggested in

[5].
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6 The case of the density with square-root asymp-
totics near the element edge (o = 1/2)

In this case, the starting integrals for evaluation of the integrals

h
y3qdys / dys
\/ys (ys + 2¢) (y3 + 2¢) ) (ys + 2¢)° /ys (ys + z¢) (Y3 + Z¢)

K — / dy3
J Vs (ys + z¢) (y3 + z¢) (ys + 2z0)°

)

are:

dys
IOZJOZKO:/ —, (6.1)
) Vs (ys + 2¢) (ys + %)
Y3
Il = / — dy?n (62)
) Vs (ys + 2¢) (ys + %)
; d
= / y3 — 9 (63)
) (ys+2¢) Vys (s + 2¢) (ys + %)
i d
Kl :/ & — 9 (64‘)
J VY3 (ys + 2¢) (ys + %) (y3 + 20)
dys
Ky = / _ . (6.5)
2 Vs (ys + 2¢) (vs + %) (ys + %)
The recursive formulae are:
_ 1 s—2 = ys=h
Iy = 21 (2 [yg \/y3 (y3 + 2¢) (ys + Zg)] . +
Ys=
—4Re(z¢) (s — 1) Loy — |ze|” (25 — 3) 152> : (6.6)

1
(s —3) (% — 2¢) %

[ (y3+22)y3]y* N
(y3 + Zf)‘s—% y3:0

+(S - 1)(55 - 225)JS_1 + (S - g) JS_2‘| , (67)
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yz3=h

K. ! ( [wyg R TR .

~2(s—1) (20 — z¢) (20 — %) 20 (ys +20)"""

y3=0

+(25s —5) Kg_3—2(s —2) (320 — Ze — 2¢) KS_2> +

+M(1+ LI )Ks_l. (6.8)

2(s—1) 20 20 — 2 20 — %

Remark 6.1 For zp =0 (i.e. 1 = 0,23 =0),

h
dys
Ks = )
0/ Vs (ys + 2¢) (ys + %) (y3)°

and the recursive formula becomes:

1 _(s—1 ~ yz=h
Ks:_ﬁ<[y3( 2)\/(y3+25)(y3+25)] +
(S - §) |Zﬁ| y3=0
3
+ <S— 5) K572+2Re(25) (S— 1)K51>, (69)
with starting integrals:
K =1, Ky=I. (6.10)

Evaluation of the starting elliptic integrals Iy, I, J1, K1 and K» is efficiently
performed by proper adjusting the Carlson algorithms as explained in the next section.

7 Efficient evaluation of standard elliptic integrals
for problems involving cracks (a =1/2)

The conventional methods of evaluation the elliptic integrals employ Gauss and Lan-
den transformations [6]. They converge quadratically and work well for elliptic inte-
grals of the first and second kind. However, as emphasised in [6] and confirmed by
our experience, they suffer from lost of significant digits for the integrals of the third
kind needed for our purpose. In contrast, the Carlson algorithm provides a unified
method for all the three kinds of integrals with extremely high efficiency. To use this
algorithm, we introduce the new variable ¢ defined by equation:

1
t+

Ys = (7.1)

Sl
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Then the starting integrals become:

dt

o= |Zg|/\/ Y

t+ P+ )(t+%+2)

dt
L= / , (7.3)
[z¢] %

(i) (k)

(t+ 1) dt (7.4)

Z£|Z£|/ 1 1 1 1 7
t+ L+ )(t+ﬁ+2)(t+g+z)

(7.2)

1_

1
K, = |Z|Z/ (t+4)dt | 7.5)
s \/ t+ Ly )(t—l—%—l—%)(ﬂ—%%—%)
142
K, = (t+ ) dt (76)

z z/ 2’
l2¢l 25 \/ (t+3+L)(t+3+2) (t+3+2)
Z¢ 20

They are promptly expressed in terms of Carlson integrals Rp, Rp and Rj; of the
first, second and third kind, respectively, defined as:

x _1
Rp(z,y,2) = 5 [[(t+2)(t+y) (t+2)] dt
0
Rp(2,y,2) = Ry(w,y,2,2) = 3 [[(t+2) (E+y) 2 (t+2) 2 dt, (7.7)
0
o0 _1 _
Ry(w,y,2,p) = 5 [[(t+2)(t+y) (t+2)]72 (t+p) " dt.
0
In terms of the Carlson integrals, the starting integrals are:
2 11 11 1
In= —Rpl=- -4+ — =4+ — 7.8
0 |Z§| F(h’h+257h+2§>7 ( )
2 1 11 11
I :—R - s — 7 79
EEIPN D<h+25’h+25’h>’ (7.9)
Iy 2 11 11 1
J=——-—— -t =, =+ — 7.10
! Zf 3Z£2|Z§| (h7h+2§’h+25)7 ( )
I 2 11 11 11 1
Ki=——-——= ——t Y+ =, =+ — 7.11
YT 20 3z 22 <h’h+25’h+2g’h+zo>’ (7.11)
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1 z Z, I
Kz———02(1+ 4 g>——1+
2z Z :

K z z 1 Vh
= (3+ £ 4 E>+ ;
22p 20— ¢ R0 — % |Z£|Zo( +L)’%+L
20

1 z 11 11 1 Z,
- 3 S RD(_7_+__;_+_)+_ £ RD(
3lzel 25 \ ze — 20 h'h  Z'h oz Ze — 20

Finally, we need to evaluate five Carlson integrals only:

R 1 1 1 1 1 R 1 1 1 1 1
D E+Z’E+z’ﬁ ’ D E’E_FZ’E—FZ)’
1 1 1 1 1 1 1 1 1 1 7]
RD E’E—’—Z’E—i_z ! RF E’E—FZ’E—’—Z’)’ (3)
1 1 1 1 1 1 1
RJ(E’E—’—Z’_’L—FZ’E—’_%)'

The integrals Rp and Rp are evaluated very fast and accurately by algorithms pre-
sented by Carlson in the paper [3]. The same also refers to the integrals R; when
its last argument in not a negative real number. The case, when the last argument
(% + zl—o) of the integral R is a real negative number, is special. It occurs when the
field point is within the strip 1 = 0, 0 < x3 < h. Then the integral R; is a singular
real Cauchy integral:

11 11 1 dt
TR
43

11y T
h'h h 2€,E+Z_0>_/,/t+l\/f+ t+0 (t+3+2)
0 h g h z0

. (7.14)

where f = |z§|2, g = 2Rez¢. In the paper [2] Carlson provides equations serving for
efficient of this integral:

2
Ry = 52| o (i) RO 2,23

B 3cuq
—6Rp(M? L%, L%) + 3Rc(U?, W?) — 2Rc(P?, QQ)] , (7.15)
where
2 _ g 1
= Z(f_ﬁ"'?)’
cly = 2(f—g(%+z—io)+%(%+%))’ (7.16)
2
A3, = Z(f—g(%—l—%)—l-(%-l-%) >
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and
Mz = 21\/7+g,
U - iz
W2 = U2 + %Z()C%l,
W2 — M2 2
It + 20 (¢4 + c11€44)
Li = ]\42 + (% - g) + 011\/§, (717)

Q2 - W2(1+%),

Q2 - %200i45
Rc (a,b) = Rp(a,bb).

§
I

With using these equations, evaluation of the elliptic integrals, needed for problems
involving cracks, becomes extremely efficient. Our experience shows that calculations
of influence coefficients for square-root edge elements (o = 1/2) are performed as
accurate and fast as those for ordinary elements (o = 0).

We believe that similar, highly efficient algorithms may be developed for any
proper fraction & = m/n (m < n).
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